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Abstract

This paper provides the basic algorithmic def nitions
anti performance characlerizations for a high.perforrnwtce
adaptive noiseless (lossless) ‘coding module” which is
currently under separate developments as single-chip
microelectronic clreulte at two NASA centers. Laboratory lests of
ong of these implementations recently demonstrated coding
l'ales of Up to 900 Mbitsfs. Opeiation of & companion *decodng
module” can operate st up to half the coder's rate, The
functionality provided by these modules should be apphcable
1o most of NASA'S science dafa.

‘The hardware modutes Incorporate a powerful adaptive
nolgeless coder for "Standard Form” Data Sources {.&., SOUFCES
whose symbols ¢an be represented by uncoirelated non.
negative Integers where the smaller integers are meto likely
than tho larger onac). Performarnce close to data entropies can
be expected over a'Dynamic Hange” of fiom 1,51012-15
bits/sample (depending on the implemeritatiors).

Thic le accomplished by adaptively choosing the best
of many "Huffman Equlvalent” codes to use on gach block of 1-
1 b samples. Because of the extremie simiplicity of these codes,
no table lookups are actually required in animplementation,
thus leading to the expected very highdata rate capabilities
already noted. The “coding module” can be used directly on
data which has been “pre-processed” to exhibit the
chevacteristics of a Standard Form Source. Altern atively, a built-
in Predictive Pre-presessor can be used where applicable, ? his
built-in Preprocessor includes the familiar one-dimensional
predictor followed by a function which maps the prediction error
sequences into the desired standard form, Additionally, an
External prediction can be substituted if desired {&.g , fOr two-
dimensional applications), further extending the moedule's
generality.

L _Introduction

References 1-4 provide the development and analysis
01 some practical adsptive techniques foreffictent nuiseless
(fossless) coding of a broad class of dato sources, These have
boon applied, In various forms, to mumerous applications

1 hose functions. and algorithms most desirable for
incorporation In a ‘coding module” which could be implemented
using current custorn VLSI capabilities were presented at the
first NASA Data Compression Workshop at Snowbird, Utah, in
1988.5 A workshop commitiee recommended that NASA should
proosed and Implement this “eading module.” Since then, both
the Jet Propulsion Laboratory (JPL} and the Microelectronics
Research Genter (MRC}) al the University of Now Mexico heve
|mplemenled first. generatlwr single-chip CMOS VLS coding
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modules &9 The MRC 1.0 um coding chip was successfu"y
‘ested under labotatory conditions at up to 900 Mbits/s.”*
companion MRG "decoding module” ts designed to tun at up to
half the maximum rate of the coding module. These first.
Generation MHC chips are now available commercially from
Advanced Hardware Architectures in Moscow, Idaho.

Both the MRC and JPL developments ar¢ nearing
completion of «so nd-generation space-qualified versions for
the coding odules"1 14 1!'1s anticipated that the high
performance functiohality of these modules, first- and second-
generaiion, can serve mos! of NASA's science data needs
where a lossiess representation is appropriate.

T he intent of this paper Istov provide a concise
description ol the basic algerithmic and performance
characteristics which are embodied In the coding modules A
more general algorithmic devalopment can be found In Ref. 15
alung with some appiicetion notes. Observe that the actual
implernentations have diverged slightly from the definitions
provided here and from each other. Most of these subtleties will
be discussed

1. _The Coding Module

A tunctional block diagram of & general-purpose
lossiess “coding module” is shown in Fig. 1, A variation in
Rice's original notation (of subscripting the Greek letter ) wilt
be used to name various coding o¢psrations. Subsequent
sections wiil quickly converge to more specific definitions that
relate. to the VLE! modules boing implemented,

1 he input to this coding modile

Sv(n‘-m Xz .

L%y (1)

is a J sample block of n bit samples, Y s e prlori or Side
Informat on thal might hetp in the coding process

The everall unspecific process of representing XMis
named PS1?4 so that the aclual coded result is

Psi? + N

As Fig. 1 shows, the coding process is split into two
independent steps discuissed below.

Step 1

A Reversible Pre-processor is a process designed to
convert the source represented by X”sequences (and Y)lnto
a close approxmatlon to a STANDARD FORM Data Source,
represented by 8" sequences. This process usually Includes &
da.correlation procedure (prediction).
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Fig. 1. General-Purpose Noiseless Coding Module Block Diagram

The pre- processor converts each X n (and
corresponding Y, If any) Into

Sn',_b1t,2_”nJ (2

a J x 1sample sequence of n'bit samples, Usually n=r’, and
we will henceforth assume that here,

Standerd Form Source, Specifically,

a) Samples of &N are the non-negative integers
0,1,2..9 3)
b) Samples of §n are independent (4)

c) With F‘i:F’flﬁj:I], the probabilities are ordered
so that the smaller integers occur more
frequently, i.e,,

PO=pPrepP2z>. .. )
d) The source entropy is gven as
Hy = -Z,,‘p; 109, p, bits/sample (6)

The best pre-processor will meet these conditions and
produce the lowest Hg,

Siep 2

An adaptive entropy coder, pamed PSI? for now,
officiently rapresents (Standard Source) Pre- processed gn
seguences with the code-d result

PSI? [0N) = Psi?+ (XM, V)

This entropy coder is independent of the pre-processor.
The pre-processor’s goal is to achieve performance that
remains close to Fi5 as It varles with time.

Note that the coding module In Fig, 1 allows for coder
PSI? to be used directly ©n externally supplied pro-processed
data.

Brelude to the Details

A general formof an Adaptive Enitvopy coder (designed
to efficlently represent Standard Data Sources), which ¢hooses
from multiple algorithm options on a block-by -block basis, will
beldentifiedIn the next section. Specific sets of such code
options will be defined and Incorporated In this siructure &6 a
parametrically defined adaptive coder. In doing so, the
unspeclic “PSI?” will be turned Into & specific coder called
"PSiss.”

Finally, the specific parameters of PSiss that are used
in current VLS| implementations will be identified.

i1, _Adaptive Entropy Coder for the
Standard Source

PSI? of Fig 1 represents the general-purpose adaptive
codet called PS!1 1 in Refs. 2-4 and 16. Basically, such a cader
chooses one of a set of Code Options (coding algorithms) 10
use to represent an incoming block of “pro-processed” data
samples. A unique binary identifier precedes a coded biock to
tell & decoder which decoding algorithm to use, The following
discussion will identify specific cotie options.

Lode Oplions

Backup- When no coding of any foim is performed on
the data, we call this PSlbu

PSibu[8n) = dn U]

This representation Is used In an adaptive coder when all other
available code options fall to compress M. References 7-9 call
this the “default” option,

Ihe Fundamental $Sealience Code. Recall that the
pre-processed samples of 0" are the non-negative integerslz
0. A variable length “Fundamental $equence Code, ", is
defined for each i as follows

i zeroes
P I

f8li]~000G.....0001 foriz0 (8)
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That I8, sltnply append a 1 tethe end of & sequence o' i
zeroes.

The "Fundamental Sequence” itself Is the appllcatlon of
{s!.]) to all the samples of an, Following Fiice’s notation,

PSHOM = fe[dg) « fs[b) » . . Ts[o] ()

is the Fundamental Sequence, This defines Code Option,

PSi1

g MOgIes. The code option defiritions here
are basncally to “split” off the k least significant bits of sach "

slam.ple and sendthem separately. The remaining n-k most
significant bit samples arethen crxforf u$ing F'SIl. Specifically,
with

Nedydp. . oy
Let

fnk=mg m2 .. my (10)

be the sequence of &l the n-k most significant bit sarmples of &
and lot

tk = fsbq. ksbip e . . fsby (11)

denote the corresponding sequence of all the k-bitleast
signlficant bit samples of N,

Thal ic
& = mj * £sbj (12)

The “Split. Sample” Mode Code Option PSI | kis
defined by

PSIT qiny = PSRN K) « Ty (13)
Note that k = 0 Isa special case where
FS11,0 = PSH (14)
and when k = n
PSH,n = PSIbu (15)

Ihg Individual Code WOIds. note that the individual
code word assigned to in (12) when code option PSt1,kls
applied |s glven ag

ts[mi] . fsb; (16)
That Is, the Fundamental Sequence Code, f$[}in (9), is applied
to the most significant n-k bits of dj, foliowed by tho least
significart k bits of 6j, From this description, it should be easier
to soo that the only varlablodonfnh -codo oporation ever
required Is tha application of 18I'}, since the "febs” can

simply be shifted out and fs{] can be Implemented without
any table lookups.

_of the Individual PSI1.K Qptions .
Under certain famliiar assumptions about the type of date
source {these assumptions will be described in a later section),

* An aslensk, o | 15 uscd lo emphasize the concatenation ©f

£0GUONCOS.

GAMOPUBL.]1 CAT 10N

pre A e

the individuat * variable lengthcodes®
represoented by (16) were shown by
Yeh13,14t0be equivalent to Huffman

Codes. a7

Thus they are not only extremely simple, they are optimum
too.

But even more important fortheir application In an
adaplive coder, the entropy where P81 1,k achieves its best
performance is at

A o k + 2 bitssample (18)
ok
and performance remains close to Hb over a range of about
+0.5 bivsample, Thus there is atleast one PSI1 k option that
should provide efficient coding for any
Fig > 1.5 bits/sample (19)

Such conclusions can also be drawn directly from
simulatione using a broad range of data sources.

Split-San daptive Coder, PSiss

We can now use the Split-Sample Modes described
above to replace the general coder PSI7 in Fig. 1 with a specific
class of parametriially defined adaptive coders, named PSlss.
PSlssis based on the following parametere:

J = block size» 1

n . Input Bite/Sample

N = number of Goude Options

X\ » 1 {Dynamic Range Parameter)

A functional block diagrarn is shownin Fig. 2.

1 he representation ¢f J sample 3", using an N option
i ‘Slss with parameter A z 1, is given by

PSlss[8N] = 1D(id) » PSH, k(id)(51] (21)
where
id=0,1,2. N1 (22)

is the integer value of a coder identifier for the options used,
and ID{id) is its standard binary representation, requiring™

[loga N] hits (23)

F-HI k({id} is the Split-Sample option spesified by id,

k{id) = {

ful perarneter 2 21 By (15) and (24) the last option is PSibu In
.

who: e
n for ig=N-1

(24)
L-1+1d Otherwise

**{2] is the smal es! integer, greater than or equal 102.
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Fig. 2. Parametric Split-Sample Adaptive Coder Functiongl Block Diagram

Rynamic Bange. Except for limiting cases, the range of
entroples where PS18s can be expected to efficiently represent
preprocessed 0 sequences has been shown to-be ‘closely
specified by

n

L405sH I 25
TReE °smn{m N-05 @

A close lock at this expression showsthateach
increase In Amovesthe Dynamic Range of effliclent
performance upwards by 1 bit/sample.

Perlormane
for pSisswith N = 12,

3.

r.gph A graph of typical performance
,n=14 andy !ﬁ,ﬁ is shown in Fig.

Choosing the Bight Qption. The ophmum criterion for
selecting the best option to use to representdis lo simply
choose the one that produces the shortest coded sequence.
Thatls,
choose k= k* If*

LPai ke ) = “"”

{LAPSIK () (26)
Now, letting
Fk= Z2(s11 [MnK)

we have from (12)

LS K [BN) = Pk + Jk (@7)

and from (8) - (10}

J
Fk = Smj +J (28)
i=1 ’

(i.e., the sum of the maet significant n.-k bit samples plus the
block size),

' .‘,[)CE) = langlh of sequence Z in bits

PSH, k(id)(i"] L
1|tn * PSIY, k(id) [3")
In(id) :
llog, NI
EINARY r bits

CORVERSION |
—id T
0z Id R LR,J,-L I
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Fig. 3. PSles Average Performance for N+ 12,
n=14,2=21,4=16

Thus (27) and (28) can simplify tho docision making In

(26) without actually coding the data. But this can be further
siraplified.

By taking advantage of the randomness in the least

significant bits., the expected value of Fk can be related to Fo
by4'1 5

E (FilFo) = 2kEo+y (12 29)
which we use as an estimate In (27’), Wehave
Y.k (B = 2-k FO+3 (1- 2 + Ik
« PSI K [B1) (30)
We cen then choose k . k* If

Y4k BNy = N 14BN ) (31)

¢ 005
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end this loads to distinet decision regions based solely on Fp
(which by (28)can be determined by adding up the original
samples since mij=8i). The boundaries to adjacent PSi1,k
ducision regions are given by

Fo =3+ (oke1) bils (32)

Any 'Stk option will generate more bits thanPSlbuwhen

Fo > % [ (n-k) 2ktiy g 2K] bits (33)
A sampls table ol dedision regions is shown in Table 1
foran N = 8 optics PSliss.

Note thetlf the largest veluo of kueed is k = £, then
P811,4 will generate more bits than PSibu when

Fg>(n - 4)Jbits (34)

which may be a simpler test than (33) provides, insome

oases,

P$les impleppentation Paramelers

The primary PSlss parameters used In the first-
generation VLSI implemantations were as follows:6-

a) J = block siz¢ ol gn=16

b) n = supported quantization of &N samples
=12 for JPL chips
= 4,86, ..., 14 for MRC chips

C) N = number of code options
11 for JPL chip
12 tor MRC chip

L

d) » = Dynamic Range Parameler = 1
option Paran ster

Some Subtle Ditferencas. By £¢. 23, the number of

fixed identifier bits does not need to be more than [logzN] bits.
A codor which represents 8-bit data has no need for more than
8 code options and thus should need no more than a 3.bit
identifier. The second-generation MR design will recognize

= Starting

Table 1. Decision Regions for an N = B Option PSlss

OC':,(-)[-E‘)CI)EN F REGION IN BITS
PSI1,0 ] Fosbi2
PSit,1 B2 <Fox 9J/2

psh,2 Tedz<Rys it

Cpena | 1< Fos 33J/2 -
PSI,4 A2 <Rys 652

 psits 65 2 <Fos 12002 |
PSH,B 120J/2< F. s(128n-831)J!2
PSibu (125;1-331”/2 < ro

[¢5]

this situation. However, JPL's first- and second-generation
¢hips and MRC's first generation ohip fixed the number of
Identifier bits at four,

In the JPL case, the first.generation chip only
supported input guantization of 12 bits/sample, so t#his was not
an igsue. A second design now provides support for data with
quantization down o 8 blis/sample. But In doing so the number
of code options is still fixed at 11, yielding 4 bite for idontifiers.

The JPL suppori for n«< 12 is provided by treating data
of lesser quantization as right-justifiecf 12-bit deta. The
consequence ¢f this is that there dots not exist a true backup
(default) mode when Input data is not truly 12 bits/sample. For
example, instead of using an 8 bits/sample PSibu (e.9., as
dictated by ? able 1), a JPL second-gsneration codsr would
instead use some intermediate split-sample mode beyond
PS11.,6. In the tare eventuality that PSibu Is needed, this”
shortcoming wottid incur a penalty of over 1 biysample in the
block In which It occurs, EashMAC design uses a true backup.

By (22) and (24), PSibuin(7)is always assigned the
identifier id = N-1. Thus anN=11 option coder woulkd assign
the binary four-uple Identtfier “1010’ (for ten), JPL'a N=11
des!gns Instead assign the “all-ones four-tuple" to the PStbu
Identifier. Similarly, and more generally, the MRC designs
assign the "all-ones four tuple” 10 the PSIbu Identifier for N>8
and the "all-ones three-tuple" when N<B.

Another distinction between the JPL and MHG designs
lies in the method for determining which code option to use. The
JPL coders basically use the approach lllustrated In Table 1
where decisions are based on FO alone. (This s gensrally the
most desirable technique for software implemeniations bacause
of the minimal compulationrequirerments.) MRC coders instead
make decisions based on the exeot bit count for ¢ach option
(requiring the caleutation of gach F"k in {28}). The difference in
average performance between the twomethods has been
shown to be o no practical significance.

By (21),(13) and (1 4), the form of a coded block k

D(id) * PSIT g k) * Lk

Herethe JPL and MRC approaches diverge slightly, The
MHG format follows the definltion of
However, the JPL format splits L furitler into k subsequences,
each containing all the £6bs from each sample which are of the
same significance, While this provided a simpilcity In the JPL
coder ¢esign, it incurs a penalty on the operations required by
& decoder.

Some additional differences are noted in & later section
on pre-processing. For speclfic defalls on these
implementations, consult Refs. 6-16,

More Generality

The adaptive coder we have designated as PSiss is
actually a subset ¢f the mom general coders in Ref. 15(PSI14
and P3114,K), The fatier coder definitions

1) Permit A to be zero or hegative, thus allowlng for
additional “low-entropy” code options that provide improved
performanca below 1.S blts/sample. Ref. 15 and earner papers
provide various low-entropy code options which ¢gn be
incorporated Into this structure or can stand alone as separate”
approaches. Yeh has provided acomputationally simple

given by (11) and (12). ,
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algorithm for incorporation Inthe second-goneralion MRC
design.!

2) Provide & second parameter, K, for adjusting the
Dynamic Range. K basically specifies o fixad K-bit pre-spit of
data samples, before or after a pre-processor.

3) An extended coding structure that allows these
same algorithms to also bo npplied to the representation of
code Identifiers, This reduces the overhead penalty whes
operating Man y.optioned coders on tairly stationary data.

IV,_The Pre-Processor

1 he entropy coder, PS1ss, as desscribed in the previous
section, was designed to efficiently represent {pre-processed)
Standard Data Sources. PSIss doesn't need 10 know which
pre-processor was used o produce its input. However, for an
extremely broad setof real problems, the gencrolpre-
processing functioh of Fig. 1 can be replaced by the more
specific Basic Predictive Pre-procassot In Fig4. It is shown
imbedded within the complete coding module for your
convenience.

Standard Prediclor

The first parl of this pre-processor Is a very simple
predictor consisting 01’ a single samp'e- delay element. With Xi
as the M sample in XN, this delay element “predicts” that xi
equals the previous sample:

X = Xi-1 (35)
Ths previous sample could be the. last sample trom a previous
block when coding multiple blocks. it is assumed that the
sample delay is always inftialized witha prediction, But note
w50 at this time that the module’s design allows for an External
Prediction to be supplied in place of this simple one-
dimensional form

The difference between any sample andits prediction
produces e efror signal

..XJ

EXTERNAL

PREDICTION

Fig. 4. Basic Prediclive Prreprocessor Within Coding

6
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A
Aj= X~ {36)
and the biock 01 J entor values
A=8942...8) 37

Asa new data source, A sequences tend to be uncorrelated
and display a unimoda! distribution around zaro (when deta

values are nol near the boundaries of its dynamic range). That
is .

Priaj= 0= Prisf = =1ja Priai= +1}» Prijaj= 22 . . .(38)

Yhe Mapper (inte Standerd Sourge)

When fhe latter condition in (36) Is true, the following

function will map each Ajinto a corresponding Standard Source
8 such that

POEpPlEp22 P32, ...

Additionally, it will assure thatan n-blt/fsample xi from xn
produces an n-bit/'sampie di. Fusther, the desired probability
ordering of the bj is more ¢iosely approximated when xi values
are near O or ¥max - 2N -1,

I-he Mapper, used in the MRC design, is defined by

2Al  Os4jcB

di= ( 2la-1 -0sx4i<0 (39)

¢ + |ai] Olherwise

' An equally valid assumption s

PriAi= 0]2PriA = 11)>Pe(ai=-1)ePi{di=42)»

which is the basie of the JPL VLS| chips. It leads to a mepping
furiction which looks very similar to (39) and (40). Reference 15
shows that & *dacoder” using one mapping function could be used
to decode deta that had been generated using tho other mapping
{uriction,

CODING MQDULE, PSISS+

-

MA

57 b, 8, .6,
H__*_f’._..'m -
STANDARD |

DATA SOURCE

Module, PSlss+

g 007
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8 = min (;i , Xmax - )’(\|)
(40)
Xmax = 20 _ 4

A _Furiher Benglil- suppose the pre-processor in Fig
10 receive an external prediction, and fIX that prediction

X =0 (41)

Then, tracing through (39) and (40), one finds that

That is
througl

=X (42)

, the input to the pre-processor, X, is passod diroctly
h unchanged, becoming as & This tveans that the

separate desired externalinpltiine InFig. 1(10 allow the pre-
processor 10 be skipped) can be oruitted,

The ldeal (ase

If ohe assurmes that the distribution of & samples in (38)

fits the Laptacian form, then the code equivalence resu't in (16)

c¢an be

proven. 17,18 1 natis,

the simple psiy k codes are equivalent
to Hutfman Codes for Laplacian

distributions of prediction errors. (43)

Reference Sample

Most of those applications which make use of the built.

in Predictive Pre-processor will occasional ne ed to incos porate
a *Reference Sample” along with the coded prediction errors
{e.g., at the start of an Ilmage line) Each of the VLSI
implementatons incorporate an oplional feature 10 extract such
a Reference Sample ‘from an incoming data stream. The JPL
and MRC approaches 1o formatting this Kefetence Sample ar e

distinct

completa PSlss+ coding module wilh the

ly difietent. Consult Refs. 10, 11, 14 and 15.

V. Performance Comparisons

Roforences 12 and 18 compare the peformance of &
vé?“ nown | empe!-

Ziv, Adaptive Huffman and Arithmetic codinggorithms. More
recently, Ref. 1 B compares PSlss+4 with a two-pass JFLCG
noicelecs coder.
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